Supplemental Methods
	Stereotype Threat First-Test Instructions

	The research you will be participating in today involves mathematics ability. Specifically, you will be taking a math test aimed at measuring your mathematical intelligence.

Why? As you probably know, math skills are crucial to performance in many important subjects in college. Yet surprisingly little is known about the mental processes underlying math ability. This research is aimed at better understanding what makes some people better at math than others. Because of the nature of the research, it is absolutely critical that you concentrate and give a genuine effort on this test.

We are interested in various personal factors involved in performance on problems requiring mathematics abilities at the college level. To this end, you will solve math problems in a format not unlike the mathematics portion of the GRE. This test was specifically designed to provide you with a genuine measure of your mathematics abilities and limitations so that we might better understand factors involved in both.

At the end of the experiment, the research assistants will score your exam. Your exam score will enable us to analyze your math intelligence. We will be comparing your score to other students taking this test for the purpose of studying gender differences in math performance.

It is absolutely critical for the research that you concentrate and give a genuine effort on this test.

[Subject indicates gender: M/F with a keyboard response]



	Stereotype Threat Reminder Instructions Presented Before Each Block

	Section 1 (or 2, 3, 4) is about to begin.

To remind you, the purpose of this math test is to measure your math ability.

We will be comparing your score to other students taking this test for the purpose of studying gender differences in math performance.

It is absolutely critical for the research that you concentrate and give a genuine effort on these problems.



	Stereotype Threat Retest Instructions

	As with the research you participated in yesterday, today’s research also involves mathematics ability. Specifically, you will be taking a math test aimed at measuring your mathematical intelligence.

This research is aimed at better understanding what makes some people better at math than others. Because of the nature of the research, it is absolutely critical that you concentrate and give a genuine effort on this test.
This test was specifically designed to provide you with a genuine measure of your mathematics abilities and limitations to that we might better understand factors involved in both.

At the end of the experiment, the research assistants will score your exam. Your exam score will enable us to analyze your math intelligence. We will be comparing your score to other students taking this test for the purpose of studying gender differences in math performance.



Supplemental Methods (con’t)
	Nonthreat First-test Instructions

	The research you will be participating in today involves psychological factors in mathematics problem solving. Specifically, you will be working on math problems.

Why? As you probably know, mathematics problem solving is involved in many important subjects in college. Yet surprisingly little is known about the mental processes that play a role in mathematics problem solving. This research is aimed at better understanding the psychological factors involved in solving math problems. Unlike the typical math test, our purpose here is NOT to see how smart you are. Rather, we want to examine the psychological processes involved in and associated with effortful problem solving.

Today, you will attempt to solve some problems in a format not unlike the mathematics portion of the GRE. This problem set was specifically designed to uncover various psychological factors involved in solving a wide range of problems. Although our purpose is NOT to measure your abilities, it is important for our purposes that you concentrate and take these problems seriously.

Participants in this research sometimes inquire about gender differences. This set of mathematics problems has not shown any gender differences in performance. Analysis of thousands of students' results has shown that males and females perform equally well on this problem set.

It is absolutely critical for the research that you concentrate and give a genuine effort on these problems.




	Nonthreat Reminder Instructions Presented Before Each Block

	Section 1 (or 2, 3, 4) is about to begin.

To remind you, this study involves psychological factors in math problem solving. This is NOT a test.

It is absolutely critical for the research that you concentrate and give a genuine effort on these problems.



	Nonthreat Retest Instructions

	As with the research you participated in yesterday, today’s research also involves psychological factors in mathematics problem solving. Specifically, you will be working on math problems.
Unlike the typical math test, our purpose here is NOT to see how smart you are. This problem set was specifically designed to uncover various psychological factors involved in solving a wide range of problems. So although our purpose is NOT to measure your abilities, it is important for our purposes that you concentrate and take these problems seriously.
Participants in this research sometimes inquire about gender differences. This set of mathematics problems has not shown any gender differences in performance. Analysis of thousands of students’ results has shown that males and females perform equally well on this problem set.



Supplemental Figure 1: Grand mean waveforms at midline electrodes for (A) negative feedback and (B) positive feedback as a function of threat condition (ST: stereotype threat; NT: nonthreat) and subsequent memory (BL: better learners; PL: poorer learners).  
 [image: image1.wmf]
Supplemental Data Analysis: Analysis of Raw Waveforms


In this section, we evaluate the raw waveforms of interest (i.e., FRN, P3a, LPP) with a series of mixed-model 2 (feedback type: negative, positive) x 2 (threat: stereotype threat, nonthreat) x 2 (learning: better learners, poorer learners) ANCOVAs. Although Figure S1 provides illustration of all midline electrodes from Fz to Pz, we limited our analyses to sites analyzed in the primary portion of the study (FRN, P3a: Fz; LPP: Cz). As in these primary analyses, first-test accuracy was included as a covariate in all analyses.

The FRN and P3a at Fz were both larger for negative compared to positive feedback [FRN: F(1, 61) = 7.4, P < .01; P3a: F(1, 61) = 10.5, P < .005]. However, neither waveform demonstrated significant main effects of stereotype threat and/or learning success (all Fs < 2.2, Ps > .1). Identical results were found if we conducted these analyses with peak amplitude measurements, rather than the mean amplitude widows. The failure of these effects to reach conventional significance levels is unlikely to be due to choice of electrode site. Of the frontocentral electrodes [Fz, FCz, Cz; see Figure above], Fz had the largest effect size for any effect involving either threat and/or learning (FRN: threat x learning, P = .14, (p2 = .035; P3a: threat x learning, P = .19, (p2 = .028). Fz also was recently found by other researchers to be the site where the FRN exhibited the best test-retest reliability following losses (Segalowitz, et al., 2010), and was where we previously found the largest effects of individual differences in achievement motivation on the P3a (Mangels, et al., 2006). 


The LPP was also larger overall following negative compared to positive feedback, F(1, 61) = 5.0, p < .05, but additionally showed sensitivity to learning success, F(1, 61) = 4.5, p < .05, in that it was generally enhanced in poorer learners. Both of these main effects were qualified by a significant interaction, F(1, 61) = 24.9, p < .005, which post-hoc t-tests indicated was due to learning success only being related to the amplitude of the LPP following negative feedback. There were no differences between better and poorer learners’ LPP following positive feedback. The specificity of these effects for negative feedback may be related more generally to the negativity bias that has been observed for the LPP 
 ADDIN EN.CITE 

(Huang & Luo, 2006; Ito, Larsen, Smith, & Cacioppo, 1998)
, particularly with regard to duration over which attention is sustained to the stimulus 
 ADDIN EN.CITE 

(Hajcak & Dennis, 2009; Hajcak & Olvet, 2008)
. In addition, it is interesting that better learners not only exhibited a smaller LPP to negative feedback compared to their poorer learning cohort, but their LPP to negative feedback was also reduced compared to their own LPP to positive feedback. To the extent that the positive feedback response forms a type of baseline, this suggests that the better learners may have actively down-regulated their response to the negative feedback, although without a neutral baseline it is difficulty to fully interpret what this means. 


The LPP also exhibited a significant interaction between threat and learning (collapsed over feedback type), F(1, 61) = 7.4, P < .01, associated with the finding that poorer learners only demonstrate an enhanced LPP relative to better learners under stereotype threat. Consistent with the view that better learners achieved their greater learning success by engaging in some type of down-regulation of their feedback response, they also had a smaller LPP under threat than under nonthreat. For poorer learners, there was marginal difference in the opposite direction (ST > NT). We cannot make the case that this down-regulation was specific to negative feedback under threat, however, as the three-way interaction between learning, threat and feedback type was not significant (F < 1, P > .5). An identical pattern of results was found at CPz. In addition, although visual inspection of the LPP suggests that differential responses as a function of threat condition may have been more localized to the earlier segment of this waveform, separate analyses of the 400-700 ms and 700-1000 ms segments yielded essentially the same pattern of results, both to each other and to the longer 400-1000 ms epoch.
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Supplemental Table 1. Parameter estimates for Model 2.
	
	Model 2

	
	Unstandardized
	Standardized
	   p

	Parameter Estimate
	NT
	ST
	NT
	ST
	NT
	ST

	FRN(diff)  Tutor Entrya
	.02 (.03)
	.02 (.02)
	.22
	.22
	.46
	.33

	P3a(diff) Tutor Entry 
	-.03 (.02)
	-.01 (.02)
	-.40
	-.05
	.20
	.82

	LPP(diff)   Tutor Entry 
	.03 (.02)
	.00 (.02)
	.31
	-.03
	.06
	.89

	Math SAT  Tutor Entry 
	.00 (.00)
	.00 (.00)
	-.04
	-.08
	.83
	.65

	FRN(diff)  Tutor Engagementb
	.01 (.01)
	.02 (.01)
	.13
	.31
	.65
	.10

	P3a(diff)  Tutor Engagement 
	-.01 (.01)
	.01 (.01)
	-.20
	.09
	.49
	.63

	LPP(diff)   Tutor Engagement 
	-.01 (.01)
	.00 (.01)
	-.12
	.07
	.44
	.65

	Math SAT  Tutor Engagement 
	.00 (.00)
	.00 (.00)
	.21
	-.33
	.19
	.03

	Tutor Entry  Tutor Engagement
	.02 (.10)
	.21 (.09)
	.52
	.32
	.00
	.03

	FRN(diff)  Error Correctionc 
	-.02 (.02)
	.03 (.01)
	-.32
	.37
	.28
	.08

	P3a(diff)  Error Correction 
	.01 (.02)
	-.03 (.01)
	.22
	-.36
	.49
	.05

	LPP(diff)   Error Correction 
	-.01 (.01)
	-.04 (.01)
	-.11
	-.46
	.48
	.00

	Math SAT  Error Correction 
	.00 (.00)
	.00 (.00)
	-.12
	.60
	.58
	.00

	Accuracyd  Error Correction 
	.54 (.37)
	-.29 (.30)
	.34
	-.20
	.15
	.33

	Tutor Engagement  Error Correction 
	.44 (.19)
	.33 (.20)
	.37
	.27
	.02
	.10

	Math SAT  Accuracy 
	.00 (.00)
	.00 (.00)
	.69
	.71
	.00
	.00

	Accuracy  FRN(diff)
	9.48 (4.21)
	2.31 (3.60)
	.37
	.11
	.02
	.52

	Accuracy  P3a(diff)
	6.01 (2.75)
	5.55 (2.59)
	.20
	.29
	.03
	.03

	Accuracy  LPP(diff)
	5.42 (4.04)
	4.55 (3.28)
	.26
	.24
	.18
	.17

	FRN(diff) ( P3a(diff)
	.88 (.11)
	.54 (.13)
	.77
	.57
	.00
	.00

	FRN(diff) ( LPP(diff) 
	-.01 (.26)
	.32 (.19)
	-.01
	.34
	.99
	.10

	P3a(diff) ( LPP(diff)
	.01 (.24)
	.05 (.21)
	.02
	.05
	.95
	.83



 Proportion of tutors entered (error trials only)
b Proportion of possible clicks made within the tutor for tutors that were entered after errors
c Proportion of errors corrected at retest, given tutor entry at first test and greater than guessing levels of confidence at retest
d Proportion correct at first test
