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Should Confi dence Be Trusted?

NEUROSCIENCE

Hakwan Lau 1 ,2 and Brian Maniscalco 1  

The ability to monitor the effi cacy of one’s own 
perception is associated with differences in the 
structure of specifi c brain regions.

        I
magine two witnesses in a courtroom. 

One is absolutely sure of her testimony; 

the other gives opposing testimony, but is 

less confi dent. Who would you trust more? 

All else being equal, we would tend to trust 

the former, because we believe that judg-

ments made with high confi dence are more 

accurate. This correlation between confi-

dence and accuracy, though often true, unfor-

tunately is not infallible. On page 1541 in this 

issue, Fleming et al. ( 1) report a relationship 

between the brain scans of people obtained by 

magnetic resonance imaging (MRI) and how 

seriously we should take their expressed level 

of confi dence.

When analyzing how confi dence predicts 

accuracy, it is desirable to account for the effect 

of “response bias.” For instance, perhaps the 

witness’s high confi dence is driven by a brash 

personality rather than a genuinely accurate 

memory. The problem of response bias is tra-

ditionally addressed by methods such as “sig-

nal detection theory,” which is an analytic tool 

that allows us to separate effi cacy from bias 

( 2). By applying such techniques ( 3), one can 

characterize how well the subject’s expressed 

level of confi dence distinguishes between cor-

rect and incorrect responses, independent of 

response bias. This measure of the effi cacy 

of confi dence ratings has been called “type 

2 performance” to distinguish it from “type 

1 performance,” which measures how accu-

rately a subject actually identifi es a stimulus. 

In other words, high type 2 performance indi-

cates a close relationship between the confi -

dence of the subjects and how accurately they 

identify the stimulus.

But there is another problem: Type 2 per-

formance is influenced by type 1 perfor-

mance ( 3). The intuition is simple: Suppose 

a subject has great diffi culty making accurate 

judgments about stimuli (such as the orienta-

tion of a fi gure), making many incorrect judg-

ments as well as “fl uke” judgments that are 

correct only by chance. The subject cannot 

distinguish incorrect judgments from those 

that are correct only by chance; they all seem 

like guesses. Thus, some variation in type 2 

performance may be attributable merely to 

the quality of “lower-level” stimulus process-

ing in the brain (i.e., type 1 performance). 

To isolate this confounding factor, Flem-

ing et al. controlled for type 1 performance 

by programming a computer to give harder 

trials to the better observers, 

and easier trials to the poorer 

observers. The authors still 

found substantial variability in 

type 2 performance across 32 

observers. Also, structural MRI 

brain scans revealed that those 

observers with a high type 2 

performance had higher gray 

matter signal intensity (which 

implies greater volume or den-

sity) in the frontal lobe than the 

low type 2 performers. The dif-

ference was most prominent in 

the frontal polar areas, but also 

was apparent in the dorsal lat-

eral prefrontal cortex and anterior cingulate 

cortex. Furthermore, neuronal fibers con-

necting these regions showed higher signal 

intensity in the MRI scans.

The results speak to the debated issue ( 4) 

of whether type 2 performance refl ects gen-

uine metacognition ( 5)—that is, cognition 

about another cognitive process, rather than 

about an external stimulus. For instance, one 

may argue that confi dence ratings in a per-

ceptual task may be made by tracking the 

strength of the external stimulus, rather than 

by introspection of the effi cacy of the percep-

tual process (metacognition). However, meta-

cognition is one plausible way in which such 

confi dence ratings can be made, as has been 

demonstrated by computational modeling 

( 6). The correlation of type 2 performance 

with structures in the frontal polar region of 

the brain seems to support the metacognitive 

account, because this area is at the top of the 

Confi dence ratings. Why does a witness’s expressed level of confi -
dence, when giving testimony, affect our judgement of its accuracy?

On the experimental side, quantum walks 

have been performed in a number of differ-

ent systems, including trapped ions, atoms in 

optical lattices, and photons. A distinctive fea-

ture of the method described by Peruzzo et al. 

is their use of two walkers, i.e., two photons. 

They measured quantum correlations between 

the photons that are stronger than those that 

can be obtained with phase-averaged classi-

cal light. There have been only a few inves-

tigations of quantum walks with two walkers, 

and most of these have focused on the case in 

which the walkers can undergo statistical cor-

relations, as in the study of Peruzzo et al., but 

do not interact through forces (for example, as 

charged particles might do). Recently, Gam-

ble et al. ( 8) found that two interacting walk-

ers are more successful at distinguishing non-

isomorphic graphs (ones that connect vertices 

differently) than are noninteracting walkers.

There is still a great deal to be learned 

about quantum walks. For a single walker, 

walks on more complicated graphs or sim-

ple graphs with defects are possible areas 

of investigation. Walks with multiple walk-

ers, both the noninteracting and interacting 

cases, are relatively unexplored. Finally, it 

is possible that more quantum algorithms 

will emerge from a better understanding of 

quantum walks that will enable new ways to 

speed up computation. 
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information-processing hierarchy, receiving 

input from other cognitive regions rather than 

early sensory areas ( 7).

Metacognition is perhaps particularly 

controversial in nonhuman animals, such as 

dolphins and monkeys ( 4,  8). Such animals 

can make responses that seem to refl ect con-

fi dence. For instance, when given the option 

to abort a trial quickly instead of trying for 

an answer, they took the option when their 

accuracy was low, as if they were express-

ing “uncertainty,” i.e., a lack of confi dence 

(4). Do the same brain structures identi-

fi ed by Fleming et al. govern the “uncertain 

responses” in these animals? There is con-

siderable behavioral evidence in favor of the 

metacognitive account of uncertainty judg-

ments for these animals ( 4). Or do they use 

non-metacognitive mechanisms to generate 

“uncertain responses,” thus recruiting differ-

ent brain structures? It would be interesting 

to determine whether lesions to the prefrontal 

cortex would affect these responses.

One might expect type 2 performance of 

nonhuman animals to be considerably poorer 

than that of humans, because their prefrontal 

cortices are not as developed. One diffi culty 

in testing this possibility is that we cannot 

easily control for observers’ type 1 perfor-

mance across studies and species. How-

ever, the mathematical relationship between 

type 1 and type 2 performance has recently 

been mapped out ( 3), and a method is now 

available ( 9,  10) to estimate type 2 perfor-

mance even when we cannot control for type 

1 performance. Future studies can use this 

method to test the hypothesis that across 

species, or across different developmental 

stages in humans, type 2 performance may 

be correlated with structural development in 

prefrontal regions.

Fleming et al. were cautious in interpreting 

their results in relation to sensory awareness. 

Nonetheless, the close conceptual relation-

ship between confi dence and sensory aware-

ness has been discussed for at least a century 

( 11). Given that type 1 performance can be 

shown to dissociate from sensory awareness 

in some cases ( 9,  12,  13), perhaps we should 

not equate the two, as is commonly done ( 14). 

Rather, perhaps awareness arises when the 

observer’s brain introspectively “recognizes” 

that the perceptual signal was actually strong 

rather than weak, regardless of the underlying 

type 1 performance ( 6,  14,  15). Although this 

does not mean that sensory awareness is the 

same as type 2 (metacognitive) performance, 

both may depend on shared neural mecha-

nisms that support the same kind of intro-

spective monitoring of perceptual certainty. 

Indeed, although the sensory signal itself may 

be represented by activity in posterior brain 

regions, visual awareness may depend on pre-

frontal regions similar to those reported by 

Fleming et al. ( 9,  12,  13,  16). 
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Seismic Images of the Biggest 
Crash on Earth

GEOPHYSICS

Rainer Kind and  Xiaohui Yuan  

Several large seismic experiments are 

providing a large-scale and detailed 

picture of the Indian tectonic plate diving 

underneath Tibet.

        I
n plate tectonics, the upper layer of Earth 

(the lithosphere) consists of rigid plates 

that shift over geological time scales. 

Data from global positioning surveys have 

estimated that the entire Indian subconti-

nent has moved over the past 50 years about 

2 m to the north, diving slowly underneath 

Tibet. This giant collision has been ongo-

ing for 50 million years and has thrown up 

the highest mountains as well as the larg-

est and highest plateau on Earth. Not only 

is the world climate strongly infl uenced by 

this massive plateau (average elevation of 

5000 m), but the collision also causes cat-

astrophic earthquakes in southern, central, 

and eastern Asia.

There is an ongoing international effort to 

record seismic waves in Tibet and use them 

to study the deeper structure beneath Tibet. 

The Sino-American experiment Hi-CLIMB 

(Himalayan-Tibetan Continental Lithosphere 

during Mountain Building) ( 1– 6), the multi-

national experiment INDEPTH (International 

Deep Profi ling of Tibet and the Himalayas) ( 7–

 10), and others ( 11) have covered the main part 

of the plateau. Different seismic techniques 

have been combined in these studies: (i) Seis-

mic tomography, which is sensitive to smooth 

variations of material properties, can locate 

the lithosphere and asthenosphere by their 

higher and lower seismic velocities, respec-

tively ( 2,  12,  13); (ii) the analyses of converted 

waves (where the propagating seismic waves 

change from shear to compressional waves, or 

vice versa, also called receiver functions) ( 1, 

 5– 8,  10,  11) or of internally refl ected waves 

( 3), which are sensitive to sharp boundaries, 

can locate the crust-mantle boundary (Moho) 

and the lithosphere-asthenosphere boundary 

(LAB) with high resolution; and (iii) seismic 

anisotropy studies can provide an indication 

of mantle deformation ( 4,  9,  11). These new 

seismic studies cover the entire lithosphere, 

especially the LAB, whereas earlier studies 

focused on the more accessible crust.

The main results of the various seismic 

fi eld campaigns in Tibet can be summarized 

graphically (see the fi gure). Different tomog-

raphy results ( 2,  12,  13) indicate a broad 

Indian lithosphere of 100 to 200 km thick-

ness reaching farther north than the north-

ern boundary of the stable Indian plate at the 

surface (see the fi gure, top panel). A clear 

boundary between the Indian and Asian 
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